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Abstract
Ensuring the absence of bugs in a software system is an important but very challenging problem. Early error detection within the development process reduces the cost of finding and fixing defects. Thus, the analysis of software models can improve its final quality and reduce its development costs.

A promising research direction in this field is the use of boolean satisfiability (SAT) or constraint programming (CP) solvers to perform bounded verification. Bounded verification consists in formally checking the absence of errors within a finite space defined as a parameter of the analysis. This type of analysis is usually fast in practice.
and provides informative feedback. However, it is computationally complex in general and lacks conclusive results outside the verification bounds provided as parameters.

In this paper, we discuss recent trends and results in the application of bounded verification to a specific field within software engineering: the analysis of models of a software system. Furthermore, we will discuss promising contributions that can build upon previous work to improve its applicability in practice within the software industry.
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Introduction

Why does software fail? The root cause for many software failures, defects, glitches and bugs lies in the sheer size and complexity of most software systems. Errors may be caused by faulty requirements or they may be introduced later during the implementation. In any case, the goal of Software Engineering is to provide the means to prevent defects, detect them, fix them or reduce their impact throughout the development process.

Given the complexity of software systems, automation is required in order to assist software engineers in their endeavor. Automation is not only a matter of devising a suitable algorithm: there must be an available implementation (a tool) which is capable of analysing the software system under study. In this context, several problems arise, such as the usability of the tool, its maturity and documentation and its efficiency. The matter of efficiency is particularly critical, as any realistic software application will be very large. Hence, being able to cope with this size is a necessary requirement of any software engineering tool.

In this paper, we consider the efficiency of software engineering tools addressing quality issues. In particular, we consider a specific development methodology (model-driven development) and one particular quality assurance technique (formal verification using bounded methods). The paper is devoted to studying how to improve the efficiency of bounded verification in model-driven development to ensure its scalability to realistic examples.

The remainder of this paper is structured as follows. Section 1 introduces the quality concerns in software engineering using model-driven development. Section 2 describes the state of the art in formal verification for model-driven development. Section 3 analyzes several techniques that can improve the efficiency of verification techniques. Finally, Section 4 concludes the paper.
1. Problem statement

1.1. Software quality

Quality is one of the main concerns within Software Engineering. In this context, software defects can be studied from two different perspectives: verification, determining if a software system is free of errors (“Is the product right?”); and validation, studying whether a software system meets the requirements and expectations of all stakeholders (“Is it the right product?”).

Focusing on verification, there are several potential approaches to check the absence of errors. For example, testing checks the correct operation of a system in a finite collection of test cases. An alternative is the use of formal methods (D’Silva et al, 2008) to prove the correct operation of a system by rigorously analyzing a mathematical representation of that system. Even though more computationally expensive than testing, formal verification can detect errors in complex corner cases which may be difficult to test. Thus, formal verification provides a very high level of quality assurance. The problem of producing correct software through formal verification was considered in 2006 a challenge for the entire international scientific community (Jones et al, 2006).

1.2. Software models

A model is an abstract and simplified representation of reality defined with a specific purpose. In the case of software, several types of models can be defined, where each one describes one facet of the system under development using either a textual or visual syntax. Thus, a model may be a diagram describing the information base of an information system, its graphical interface or its response to events from the user.

In particular, models can be classified into static or structural (dealing with information or structure, e.g. a class diagram) and dynamic or behavioral models (dealing with behavior or execution, e.g. a sequence diagram). Many different notations have been proposed to describe both static or dynamic models, e.g. UML (Unified Modeling Language), OCL (Object Constraint Language), SysML (Systems Modeling Language), SBVR (Semantics of Business Vocabulary and Business Rules), IFML (Interaction Flow Modeling Language), Alloy, B, Z, …
The great advantage of models lies in their abstraction power: the ability to provide elegant and concise descriptions of an aspect of the system while hiding irrelevant aspects. Hence, models can be targeted at specific activities, e.g. documentation of design decisions; communication among team members and stakeholders; simulation of the operation of the system; verification, validation and testing of relevant properties about the system; reverse-engineering of legacy systems; or transformation of the model into an executable form (e.g. code generation).

1.3. Quality of software models

Since 1987, a recurring trend in software defects has been observed empirically in many software development projects:

"errors are most frequent during the requirements and design activities and are the more expensive the later they are removed" (Boehm and Basili, 2001; Endes and Rombach, 2003).

Thus, providing early error detection has become an important concern in order to improve software quality and reduce development costs. This requires analyzing models of the software system under development before reaching the implementation stage. There is a strong synergy among this trend and an emerging paradigm (Boehm, 2006) to improve the software development process through the use of models: model-driven engineering (MDE) (Boehm and Basili, 2001; France and Rumpe, 2007).

The goal of MDE is “to significantly reduce the time, cost, and effort required to develop complex software intensive systems that meet stringent quality requirements through use of models that are fit-for-purpose” (France and Rumpe, 2013). This paradigm is already being applied in industrial settings with satisfactory results (Hutchinson et al, 2011).

MDE advocates for using models as the central artifact in the development process: instead of developing code, developers create high-level models which are then progressively and automatically translated into the final implementation. This translation process, central to MDE, is called model transformation. Automation helps to improve productivity and improve the quality of software by avoiding low-level mechanical and repetitive tasks which may be error-prone. Furthermore, it is possible to define domain-specific languages (DSL) using high-level notations to let domain experts without a software engineering background design their own applications.

The key to the success of MDE is the availability of tools that allow the automation of key aspects of model management: editors, simulators, code generators, ... Among them is the quality assurance of the final software system. That is, it should be
possible to detect errors, inconsistencies or incomplete information in the models; help the developer locate and correct those errors; and ensure that model transformations are correct in the sense that they do not introduce errors in the final implementation.

2. State of the art

In this section, we briefly examine the state of the art in formal verification applied to model-driven engineering.

Given that MDE involves producing an implementation through the gradual transformation of models, the correctness of models is a primary concern as model defects directly map into software errors. As models are describing the system at a high-level of abstraction, checking the correctness of models can be simpler than checking the same properties at level of source code. In return, it is necessary to check the correctness of both models and model transformations (Dubios et al, 2013).

2.1. Correctness properties

In order to define a formal verification problem, one of the first notions that needs to be established is: what will be considered an incorrect behavior? The type of correctness property being checked has a profound impact on the decidability and complexity of the problem.

First of all, designers can define their own custom correctness properties that need to be checked. In addition to these custom properties, there are some fundamental assumptions about the well-formedness of a model whose validity is taken for granted in almost any system.

For instance, a desirable feature of static models is consistency: the ability to simultaneously satisfy all the restrictions described in the model. Consistency can be checked at two levels: among the different elements in a single model (intra-model consistency, e.g. lack of contradictions) or among several models describing different perspectives of the same system (inter-model consistency, e.g. all references to a model element comply with its declaration). Besides detecting contradictions and incorrect references, it is also useful to detect other types of “bad smells” such as redundancies, as they could be a symptom of a more serious defect.

Regarding dynamic models and model transformations, the properties of interest consider the evolution of the system state. Sample properties include checking the executability of a fragment of the model (e.g. the ability to satisfy its precondition),...
safety properties such as the preservation of integrity constraints, reachability properties such as the ability to get to a specific system state, liveness properties or custom temporal properties about the execution of the system.

2.2. Formal vs informal modeling notations

Many modeling notations are mainly used to document and explain the architecture/operation of a software system. Hence, a clear and understandable graphical syntax is an asset provided by many modeling languages. However, some modeling notations are not created with the notion of automatically generating the final implementation from the model. Hence, the semantics of each modeling may be defined using natural language (to ease understandability) rather than a more precise formal notation that can eliminate ambiguity.

The first step towards allowing the automatic analysis of a software model is providing a formal semantics of the modeling notation. Some notations like B (Abrial, 1996), Z (Spivey, 1992) or Alloy (Jackson, 2006) are designed specifically for analysis purposes, and hence come with a built-in formal semantics. Meanwhile, other general purpose notations like UML require a previous formalization step before committing to analysis (Broy and Cengarle, 2011).

These two approaches differ in the amount of formal method expertise required by designers who will use verification tools. In formal modeling notations, the designers need to be aware of the formal semantics in order to faithfully model the system under analysis and take advantage of specialized provers (Leuschel and Butler, 2008). Meanwhile, other tools are based on the use of hidden formal methods (Hussmann, 1995; Berry, 1999), where designers employ a pragmatic modeling notation which has a hidden mathematical foundation that allows a rigorous analysis. Clearly, the latter paradigm is preferred from a point of view of a wide adoption in an industrial context.

2.3. Verification techniques

Many different formalisms have been employed in the formal verification of models (Wille et al, 2013; González and Cabot, 2014) and model transformations (Rahim and Whittle, 2013):

- constraint programming (CP) (Cadoli et al, 2004; Malgouyres and Motet, 2006; Horváth and Varró, 2012; Cabot et al, 2014)
- description logics (Berardi et al, 2005; Balaban and Marae, 2013)
- term rewriting (Clavel and Egea, 2006; Romero et al, 2007)
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These approaches can be classified depending on their approach towards decidability:

1. Approaches that restrict the expressiveness of model elements and constraints in order to deal with a decidable verification problem where reasoning is efficient, e.g. (Berardi et al, 2005; Balaban and Maraee, 2013).
2. Approaches that allow a high-level of expressiveness in model elements and constraints and deal with undecidable verification problems through interactive provers, e.g. (Brucker and Wolff, 2008; Leuschel and Butler, 2008), or incomplete methods, e.g. (Ali et al, 2013).
3. Approaches that allow a high-level of expressiveness in model elements and constraints and deal with undecidable verification problems through bounded verification, e.g. (Jackson, 2006; Kuhlmann and Gogolla, 2012; Cabot et al, 2014).

Advances in SAT- and CP-solver technology (Bourdeaux et al, 2006) have made techniques in category (3) very promising, as it is possible to achieve automation and efficient reasoning without sacrificing expressiveness. If a solution is found within the verification bounds, these benefits come with no drawback. Furthermore, the solutions computed by these solvers can be used as test input data, i.e. performing model-based testing instead of verification. However, the absence of faults does not guarantee a correct behavior outside the verification bounds.

3. Scalability of Bounded Verification

One of the main challenges of formal verification in industrial contexts is scalability: the ability to check properties in real-world models, which may have a size ranging
from hundreds to thousands of elements. A method which does not scale will work well in toy examples but it will not be applicable in practice.

Scalability is an issue because most verification techniques have a high computational complexity and suffer from so-called state explosion, an exponential growth rate of the solution space in terms of the size of the input. Part of this complexity is inherent to the problem, so it cannot be overcome in general. Instead, the goal is identifying solutions that allow methods to scale up to practical examples, taking into account that methods cannot scale indefinitely.

In terms of bounded verification, scalability can be studied from two different perspectives. On one hand, we are interested in using techniques that can deal with large methods with many model elements. On the other hand, we are also interested in approaches that can support wide verification bounds to achieve a larger degree of confidence in the outcome of the verification. That is, it may be feasible to verify a large model within a tiny solution space, but this may rule out real faults that lay outside our bounds.

In the following, we discuss four approaches that can improve the efficiency of bounded verification techniques for software models: (1) automatic bound refinement, (2) tool-supported bound selection, (3) smart model slicing and (4) automatic selection of the most promising verification technique.

### 3.1. Automatic bound refinement

The main shortcoming of bounded verification is the lack of conclusive results outside of the verification bounds. Choosing suitable verification bounds is a non-trivial process as there is a trade-off between the verification time (faster for smaller domains) and the confidence in the result (better for larger domains).

Unfortunately, setting the search space boundaries has proven itself to be a major limiting factor, since existing tools provide little support on this, either by setting inadequate default values; or by forcing users to manually define these boundaries, which is impractical when dealing with large models.

In this sense, bound selection is possibly the last barrier of entry for non-experts. The cause of this lack of tool support is that choosing optimal bounds automatically is as complex as the verification problem itself, so the use of heuristics or approximate methods is required. For example, the small scope hypothesis claims that a large amount of faults can be detected by inspecting a small domain. Hence, many tools advocate for an incremental scoping strategy: start with small domains to get feedback quickly and progressively increase the domain size in later executions until a fault is
detected or we achieve a sufficient level of confidence in the result. However, beyond that, designers must select domains on their own.

In tools using low-level formalisms such as SAT, verification bounds affect the transformation from the model to the verification formalism: larger domains require more boolean variables for the encoding and therefore produce larger formulas. Even if part of the domain can be discarded due to the constraints in the model, the analysis will still be slower due to the extra variables and clauses in the formula (Ganai et al, 2002). Furthermore, the fact that part of the domain can be discarded may be obvious at a high level of abstraction (e.g. considering the interaction among different constraints) but it can be time consuming to detect at the level of a boolean formula. For these reasons, analyzing models to tighten verification bounds can improve the efficiency of bounded verification solvers (Rosner et al, 2013).

The purpose of automatic bound refinement is two-fold:
- Automatically infer verification bounds from the model under analysis and the property being checked.
- Improve the bounds provided by the designer, either by removing irrelevant values or by suggesting values of interest.

An automatic procedure for refining bounds operates in the following way:
- First, the model and property under analysis can be abstracted as restrictions on the verification bounds. This abstraction relies on the static analysis framework of abstract interpretation (Cousot and Cousot, 1977) to define safe abstraction procedures. An example of this kind of analysis can be found in (Yu et al, 2007), where OCL integrity constraints are abstracted as properties on the size of collections.
- Second, this system of constraints can be analyzed to (i) efficiently prune unproductive values from verification bounds and (ii) detect potentially promising bounds, e.g. corner or base cases for those constraints that should be considered. A promising strategy to perform this analysis is constraint and bound propagation, a family of techniques from the constraint programming field (Apt, 2003; Bourdeaux et al, 2011). Propagation analyzes a constraint satisfaction problem and infers implicit information about its consistency. This inferred information can be used to tighten the problem, either by pruning bounds, strengthening constraints or introducing new ones.

There are several research challenges in the application of this methodology: the ability to abstract expressive models, proving the soundness of the proposed abstraction, dealing with dynamic constructs (e.g. pre- and postconditions or imperative statements) and selecting the most suitable propagation algorithm (exact or heuristic), among others.
3.2. Tool-supported bound selection

The proposed bound refinement approach is based on abstracting of the model to take advantage of implicit constraints that restrict the verification bounds. Nevertheless, the amount of information that can be inferred will depend on the model (models with many constraints will be more amenable to analysis) and the size of the initial bounds (smaller bounds will be more susceptible to propagation). It may be the case that automatic methods fail to provide a sufficient improvement in the verification bounds.

Another take on bound refinement is providing tools that analyze the model and guide users in the choice of verification bounds. That is, providing tools to support interactive bound selection on top of fully automated tools.

The rationale is that designers have no clue about which choices of domain bounds are most relevant for the verification problem. It may be the case that one variable is critical to the verification and the size of its domain has a large impact in the size of the verification space, while the domain of other variables (a) does not have a large penalty on the verification time or (b) is fully determined by the domain of other variables, and hence no choice is required at all.

More precisely, the goal of these tools for bound refinement is two-fold:

- Provide interactive procedures to guide users in the choice of bounds while maximizing the amount of information that is inferred automatically throughout the process.
- Help designers estimate whether the verification bounds are sufficiently large to achieve the desired level of confidence in the result.

That is, the goal is minimizing the number of bound choices required from designers and to reduce the degrees of freedom in each choice. Though similar to the choice of variable ordering in constraint satisfaction problems (Apt, 2003): deciding which variable should be assigned a value next. This problem deals with variable bounds instead of values, but it can take advantage of heuristics proposed in this context.

3.3. Smart model slicing

A family of techniques that can be used to accelerate formal verification is based on the notion of slicing. Slicing was originally proposed in the context of source code (Tip, 1995) and has later been applied to other domains such as hardware description languages (Clarke et al, 2002) or software models (Wu and Yi, 2004; Brückner and
A program slice consists of those parts of a program that can potentially affect (or be affected by) a slicing criterion. In other words, a slice preserves the behavior of the original program with respect to the slicing criterion while being potentially simpler. Reduced complexity can facilitate program comprehension, software maintenance, testing and formal verification.

Model slicing for formal verification (Wu and Yi, 2004; Brückner and Wherheim, 2005; Uzuncaova and Khurshid, 2007; Shaikh et al, 2010; Seiter et al, 2013) is property driven: the slicing criterion is established by the correctness property being checked. The outcome is a set of model slices that (i) abstract features of the model that are irrelevant to this property and (ii) partition the original model into smaller submodels where the property can be checked independently. The specific syntax and semantics of the input modeling notation drives the definition of the slicing procedure, e.g. Alloy (Uzuncaova and Khurshid, 2007), UML/OCL (Shaikh et al, 2010; Seiter et al, 2013), Z (Wu and Yi, 2004) or Object-Z (Brückner and Wherheim, 2005).

An important requirement of the slicing procedure is ensuring that verifying model slices is equivalent to verifying the original model. This requirement forces the slicing procedure to be conservative, i.e. include any model element that may potentially affect the correctness property directly or indirectly. Being conservative is required to ensure the validity of slicing, but it also reduces the opportunities for simplification.

Slicing procedures usually work on a graph abstraction of the original model, where vertices are model elements and edges represent dependencies among them, e.g. integrity constraints. After identifying the relevant model elements (the slicing criterion), the slicing procedure iteratively adds adjacent model elements to the slice until reaching a fixpoint. As a new step, graph partitioning (resp. separators) can be used to identify loosely coupled subgraphs within the final slice, which can be partitioned by cutting edges (removing vertices). However, additional constraints need to be added to each subgraph in order to reconcile the results of their verification.

Similar approaches have been applied to improve the performance of SAT and constraint solvers (Salido and Barber, 2006), e.g. to allow analyzing each subproblem in parallel. These techniques can be more successful at the model level than at the solver level for several reasons:

- Being aware of the semantics of the model allows us to identify more opportunities for partitioning, to recognize spurious dependencies and to properly assign a weight to each dependency according to its restrictiveness.
Models are much smaller and therefore more precise graph partitioning techniques are available, e.g. (Shen and Liang, 1997). Moreover, the overhead introduced by partitioning is also smaller.

3.4. Automated selection of most suitable verification technique

As discussed in Section 2.3, many different methods have been used in the formal verification of models and model transformations. Each method has different advantages and limitations in terms of termination, completeness, efficiency and expressiveness (the set of supported constructs in the input artifact).

However, all the works presented in the literature have been studied in isolation. For example, given that the characteristics of each method are so different, it does not make sense to compare the efficiency of a SAT-based method with an interactive theorem prover. Thus, little effort has been spent in categorizing input models to find out which is the most suitable verification method for families of input models or, even better, for a specific input model.

In this way, a promising research direction is the definition of:

- An exact viability test that can check whether a method is capable of reasoning about the input artifact, i.e. it supports all the constructs used in the input model or transformation. This test should take into account potential refactorings of the input artifact that reduce its expressiveness without affecting its semantics. An example of this type of refactoring could be replacing an n-ary association in a class diagram by a class plus n binary associations.

- A heuristic fitness metric that predicts the performance of a method in the verification of an input artifact. This heuristic should take into account different factors such as the size of the artifact, the type of constraints it contains, the average performance of the method on similar artifacts, ... For instance, CP- or search-based methods may be preferred to SAT-based strategies in models with complex arithmetic constraints (Bourdeaux et al, 2006).

To this end, it is necessary to formalize the features of each verification technique (e.g. in an ontology) in order to be classify each method, analyze each input model and check whether a particular method is able to analyze a specific property of a given model and, if it is, whether the use of that method is suitable for the kind of constraints included in the model.
4. Conclusions

There are many different approaches aiming to improve the quality of software. One of them, Model-Driven Engineering, attempts to lift the focus of development to a higher level of abstraction, dealing with models rather than source code. Faults in software models can be detected through several techniques such as testing or formal verification.

Many formal verification problems that can be studied on software models are undecidable. Thus, analysis procedures must either rely on user guidance, use approximation or impose restrictions on the software model and the properties under analysis.

In this context, bounded verification methods offer a convenient trade-off: automatic procedures able to verify properties, but whose answer is only valid within a finite universe of discourse. Their output (or its lack thereof) can be used to identify faults or gain sufficient confidence in the correctness of the model.

Bounded verification tools rely on efficient solvers to compute examples and counterexamples of the properties being analyzed. SAT solvers or Constraint Programming can be used to this end. However, even though these approaches are efficient and use many optimizations, their scalability still does not match the needs of real-world models. Hence, additional techniques must be employed to improve their scalability and applicability in the software industry.

This paper proposes several techniques to advance the state-of-the-art in bounded verification of software models: (1) automatic bound refinement, (2) tool-supported bound selection, (3) smart model slicing and (4) automated selection of the best verification technique. The combination of these methods, which can be seen as a pre-processing stage prior to analysis, can improve the efficiency of existing tools. As a whole, they constitute a research agenda towards improving the scalability of bounded verification in MDE.
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Resumen
Asegurar la ausencia de errores en un sistema software es un problema importante pero también un desafío. La detección temprana de errores en el proceso de desarrollo de software reduce el coste de detectar y corregir los defectos. Así pues, el análisis de modelos puede incrementar la calidad final del software y reducir los costes de desarrollo.

Una línea de investigación prometedora en este campo es el uso de solvers de satisfactibilidad booleana (SAT) o programación con restricciones (CP) para realizar verificación acotada. La verificación acotada consiste en comprobar formalmente la ausencia de errores dentro de un espacio finito definido como parámetro del análisis. Este tipo de análisis es usualmente rápido en la práctica y proporciona un feedback valioso. Sin embargo, su complejidad computacional es elevada en general y no ofrece resultados concluyentes fuera del rango de verificación definido como parámetro.

En este artículo, discutimos tendencias recientes y resultados en la aplicación de verificación acotada a un campo específico dentro de la ingeniería del software: el análisis de modelos de un sistema software. Además, discutimos contribuciones prometedoras que pueden ampliar el trabajo previo para mejorar su aplicabilidad práctica dentro de la industria del software.

Palabras clave
Ingeniería del Software, Calidad del Software, Métodos Formales, Verificación Formal, Desarrollo de Software Dirigido por Modelos (DSDM), Programación con restricciones, Satisfactibilidad booleana (SAT), UML, OCL, Transformaciones de Modelos.
Resum

Assegurar l’absència d’errades en un sistema software és un problema important però també un repte. La detecció ràpida d’errors dins el procés de desenvolupament de software redueix els costos de detectar i corregir els defectes. Així doncs, l’anàlisi de models pot incrementar la qualitat final del software i reduir els costos de desenvolupament.

Una línia de recerca prometedora en aquest camp és l’ús de solvers de satisfactibilitat booleana (SAT) o programació amb restriccions (CP) per realitzar verificació afitada. La verificació afitada consisteix en comprovar formalment l’absència d’errades dins d’un espai finit definit com a paràmetre de l’anàlisi. Aquest tipus d’anàlisi és usualment ràpid a la pràctica i proporciona un feedback valuós. En qualsevol cas, la seva complexitat computacional és elevada en general i no ofereix resultats conclents fora del rang de verificació definit com a paràmetre.

En aquest article, discutim tendències recents i resultats en l’aplicació de verificació afitada a un camp específic dins de l’enginyeria del software: l’anàlisi de models d’un sistema software. A més, discutim contribucions prometedores que poden ampliar el treball previ per millorar la seva aplicabilitat pràctica dins la indústria del software.

Paraules clau
Enginyeria del Programari, Qualitat del Software, Mètodes Formals, Verificació Formal, Desenvolupament de Programari Dirigit per Models (DPDM), Programació amb restriccions, Satisfactibilitat booleana (SAT), UML, OCL, Transformacions de Models.
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